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OVERVIEW OF THE STUDY

* Alis upon us! Doom! [citation needed]

« Lack of understanding what implications are on the learning process
* Do students even need to learn programming? Or report writing?

«  Should we force students to (learn to) use Al for programming?

« Isusing ChatGPT academic misconduct? Always or sometimes?

«  Can everyone use Al to successfully do the programming project?

* Areany playing fields being leveled? Or is everything more unequal?
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BUT WAIT, WHAT IS THE CONTEXT?

«  First-semester 8 EC programming course in Java
»  Object-oriented programming, Java collections, JML, basics of
concurrency, a little bit of networking with Java sockets

«  Students start with (near) zero programming experience
« % 7-8 weeks of programming lectures and practicals

«  + 2 weeks of programming project

* Implement a simple board game
Write a server and a client for this board game
Implement a very basic Al and play against each other
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RESEARCH QUESTIONS

1. Impact on quality of code and quality of report

2. Influence on time to completion, amount of effort, efficiency

3. Which rubric criteria / learning objectives are affected and how?
4. How is understanding of code and problem-solving affected?

5. How does it affect the learning process and student engagement?

Juntl’

.’yst()?)

UNIVERSITY
OF TWENTE.




METHODOLOGY

« Hire student assistants (~40) to repeat the project over the summer

«  Four groups
1. Control group
2. Use Github Copilot (“advanced autocomplete”)
3. Use ChatGPT
4. Use both

«  Group assignment such that each group has the same mixture of
low/medium/high programming skill, low/high Copilot skill, low/high ChatGPT

skill (obtained via self-report)
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METHODOLOGY

36 hours of programming project, code + report, aiming for a high grade
« Maintain reflective journal and monitoring spreadsheet
« Afterwards: self-assessment and peer review to establish grade

«  Followed by: focus group meetings
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PROGRAMMING PROJECT

(FOR THE PILOT STUDY)

Each project is done solo

Each project is done in full: server, client, Al

The game is Hex, slightly more difficult than normal projects

Consider the best strategy to get a high grade within 36 hours

UNIVERSITY
OF TWENTE.




REFLECTIVE JOURNAL

«  Every 1-2 hours, write an entry in the reflective journal
« Should take 5-10 minutes
 Also for the control group!

« Additional entries whenever there are observations or experiences they'd like to
note down

« Instructed to be specific and detailed, screenshots, etfc.

«  Manually tagged afterwards
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FOCUS GROUP MEETINGS

Three focus group meetings with 5-10 humans
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REFLECTION JOURNALS

(READ AND TAGGED MANUALLY)

Process

o joy — positive reactions/emotions

o pain — negative reactions/emotions

o boost — saving time or energy

o reason — getting (or not getting) explanations from Al

Activities
o refactoring — intentional changes in the code

o debugging — dealing with errors and defects
o testing — probing, writing or running tests

o planning — project outlining together with Al
O

Concrete

o concurrency — threads, race conditions, etc
o class diagram — apparently more popular than sequence diagrams
O
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QUANTITATIVE RESULTS (GRADES)

Functionality (20%)

group ~ # mean stdevp min max
Control & 06,19 2.48 3 10
ChatGPT 10 ©6.60 2.39 3 10
Copilot 10 758 2.20 3.8 10
Both 9 7.25 141 4.3 9
Eindtotaal 37 6.93 2.22 3 10
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QUANTITATIVE RESULTS (GRADES)

Software (40%)

group + # mean stdevp min max
Control & 5.93  2.20 2 &l
ChatGPT 10 ©6.29 1.24 4 8.5
Copilot 10 7.01 112 56 91
Both 9 6.26 153 3.7 9.1
Eindtotaal 37 6.40 1.61 2 9.1
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QUANTITATIVE RESULTS (GRADES)

Report (40%)

group + # mean stdevp min max

Control & 5.69 2.58 1 8.7
ChatGPT 10 5595 1.79 3 &5
Copilot 10 6./1 183 2.2 9.2
Both 9 681 139 48 9.2
Eindtotaal 37 6.31 1.98 1 9.2
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QUANTITATIVE RESULTS (GRADES)

Final grade

group + # mean stdevp min max
Control & 0602 237 18 9.1
ChatGPT 10 6.38 155 3.8 &.5
Copilot 10 6.84 129 45 &9
Both 9 711 1.20 5.2 9
Eindtotaal 37 6.61 1.68 1.8 9.1
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CODE ANALYSIS

Files: 14..63 [25.7]
Classes: 12..32 [18.6]
LOC: 2671..25095 [11473]
CC: [2.01]

Fields: 32..56 [47.3]
Methods: 49..158 [97.0]

Files: 13..47 [26.1]
Classes: 14..35 [22.6]
LOC: 6758..38918 [19676]
CC: [1.83]

Fields: 48..136 [71.3]
Methods: 72..247 [158.0]

g

r"

Files: 10..73 [25.4]
Classes: 9..53 [20.7]

LOC: 7018..23064 [14282]
CC: [2.39]

Fields: 23..64 [48.9]
Methods: 57..316 [128.1]

Files: 10..37 [23.1]
Classes: 8..36 [19.5]

LOC: 3423..18721 [12849]
CC: [2.28]

Fields: 20..148 [65.1]
Methods: 33..172 [114.5]
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HIGHLIGHTS

(BASED ON REAL QUOTES FROM JOURNALS)

« [ started to believe that the more questions | ask, the dumber it gets.
o (technical problems with token limit, other hiccups and shortcomings)
o (we can expect this to be fixed in next versions)

« | didn’t want to go over the details, which is why | sent what is inside the file. It

solved the issue!
o (YOLQing through the project works; if you want to avoid learning, you will)

«  The quality of that | didn’t check.
o (testing and documentation suffered most)
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MORE HIGHLIGHTS

(BASED ON REAL QUOTES FROM JOURNALS)

«  And then | spotted another assumption that was made by the Al and it was wrong.
o (limited context leads to many nontrivial assumptions forming technical debt)

« |overspend time on trying to figure out the problem using ChatGPT.
o (straightforward debugging/coding could have been easier)

[ found this extremely unhelpful and tried resolving it myself and | did succeed.

o (taking over in complex situations works best)
o (just like with more junior colleagues!)
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EVEN MORE HIGHLIGHTS

«  Constant anthropomorphising of technology
o "l ask him to fix..."
o "Atfirst ... but then it understood when | explained..."

+  Context is often lacking
o token limit or negligence of the "developer”

*  Requires skill
o should we teach it?

« Ifit works, it speeds up code writing
o It's not necessarily correct code! ,
o development not necessarily sped up 3uﬂt !
o no feeling of complexity g
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IMPACT ON QUALITY OF CODE AND
REPORT

. Code quality

Mixed impact in general

Good for writing documentation, Javadoc, comments, (some JML)
Great for simple methods

ChatGPT has tendency to hallucinate methods

ChatGPT tends to write a lot of redundant code

Helpful for boilerplate, less helpful for multiple classes

« Report
« ChatGPT can create content but lacks critical thinking, detail, human touch
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LEARNING BY DOING

THE UNIVERSITY OF TWENTE VISION

ON LEARNING AND TEACHING
«  Currently
o large "integrating" projects
o Yyou learn because you do (yourself) UNIVERSITY OF TWENTE.

o testing equates quality of artefact with quality of learning

«  With Al
o no doing necessary => no learning guaranteed
o quality of artefact is even more removed from learning

»  Possible solution
o project is pass/fail (signed off)
o opportunities to demonstrate what was learnt




Al IN CS POLICY

(UNIVERSITY OF TWENTE EDITION)

« First proposal (another faculty)
» let's copy from Elsevier
» prohibited unless permitted
* clear statement if used
» clear statement if not used
« focused on fraud and liability

. CS -specific policy
permitted unless prohibited
* be responsible for what you submit
» ifAlis core, tell all the details
 if not core, nobody cares
e may vary per study unit
» focused on not interfering with learning practices

Use of Generative Al in CS

Recert advances in generstive artificiol intelligence (GAl) technologies, demonstrating
remarkable results in vanous domains, have some impact on puter o, =
well in particular, irresponsidle usage of GAl can lead to undesirable technical

and we wish 1o prepare our students well for them. In (T)CS, this conscious and responsible use
of GA ins our main objective. In addition, some individual courses and modules also pose
some restrictions on the sultability of GA! during learning fities or its appl y to graded
deliverables. Any grode should still be a reflection of the student’s knowiedge, o and
siclls in @ certan aresa, and thus could require tasis 10 be performed strictly without GAI support
or specifically with its heip. Each teacher is asked 10 clarify to their students explicitly to what
extent they are allowed to use GAl tools and under what conditions: within (T)CS, some study
units require the use of GAL some prohibit it, and many can reach their learning goals either way.

Il'“u.m
- Each student and teacher is always fully responsible for the entire content of each
doliverable marked with their name.

o Hence, the disclaimer that nuwmmmm-mqs)m
and edited the content as and full resp ibility for the of

the work”™, required by some other UT progr: , s NOT required in (T)CS.

o This principle is aligned with UNL Code of Conduct for Resoarch Integrity §3.4:33.

o Thisimplicitly allows the use of any GAl tool uniess it is explicitly prohibited by the
examiner. For example, some supervisors of M12 Research Project or MSc Final
Project can refuse to bviousty generated toxt fragrmants, because the lack
of editing signals to them the lack of responsbility for the "t

- Any use of GAl tools as a part of the core methodology, should be accompanying by
detailed description of the tool use according to the FAIR prnciplos.

o “ChatGPT was used™ is never enough: full Sisclosure is required on the exact build
of the exact LLM, on prompt engmeering, fine-tuning. and other details to make
the result as replicable as possible.

o When in doubt what belongs to the core methodology and what to post.

pr ing and besutificati the O can wsult their teach andior
SUDOTVISOrS.

- mmmmnwmn»umhmwm
ation on Osiris or in the /module manual on Canvas.

o Just when the teacher asks for Java code and a student delivers Python code,
asking for manually written code and getting ger d code its in an
sutomatic failuce.

o Sumilarty, # the teacher asks for gor d code, e ally Soes not make

it better, it wolates the sssignment constraints.

o Some modules have more vaguely defined borders, formulated as advice
Students that want to maximise their learning, will follow such advice to the letter,
and those requiring extra support, will follow the required minimum. When in
doubt, consult the responsible examiner directly.

For more information and support consult the Leaming and Teaching Portal:
wwwutwente nlfonvisarmng-l1eaching/Expertise/a-m-education.




FINAL THOUGHTS

Students will use generative Al for take-home work
» ltis almost the same as having a tutor / senior student / mentor / parent
that is available all day and rarely complains

«  Consider role of take-home work in the course: assessment or learning?

«  Consider an assessment strategy that is generative-Al-aware
» Oral exams / presentations after submission
»  Written “project exam” after submission
» Just changing the rubric may not be sufficient!

«  Guidelines on using generative Al
Clarification of difficult concepts
»  Generate feedback rather than primary output
* Do not use as a crutch when debugging or learning, and use it to give
additional feedback after completing an exercise * uﬂt ' g
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